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Stockholms
unwersitet STATISTISKA INSTITUTIONEN HT-2014

Written exam in Multivariate Methods, 7.5 ECTS credits
Thursday, 26" November 2014, 9:00 — 14:00
Time allowed: FIVE hours
Examination Hall; Brunnsvikssalen

*You are required to answer all 7 (seven) questions as well as motivate your solutions. The total amount of points
is 80. In order to pass this part, you need to get at least 40 points. Points trom this exam will be added to your
results from the home assignment. The final grades are assigned as follows: A (91+), B (75-90), C (66-74), D
(58-65), E (50-57), Fx(30-49), and F (0-29).

You are allowed to use a pocket calculator, a language dictionary, and a list of formulas (attached). In addition,
vou are ailowed to use a one-sided A4 containing your own formulae, but excluding proots and solutions. The

A4 must be approved (signed) by the teacher; and, it must be submitted along with your solutions. It the A4 is

not signed by the teacher and discovered, student might be accused in cheating on exam.

The teacher reserves the right to examine the students grally on the questions in this examination.

1. (10 points) The coordinates of three points with respect to the orthogonal basis vectors e, and e,
are as follows:

A=(2,-1) B=(1.5,-0.15) C=(-3,7.5)

Show that A, B and C lie on a straight line.
The set of oblique basis vectors f; and f> are related to vectors e, and e, as follows:

e, =804f,+.629f,
e, =273f,~588f,

Compute the coordinates of A, B and C with respect to f, and f.. Do they still lie on a straight
line? Justify your answer.

2. (12 points) Use the data in the contingency Table below to answer the following questions:

Blood Cholesterol Heart Disease
{mg/100 cc) Present  Absent
<200 5 5
200-219 10 )
220-259 30 5
>259 45 7

a. What 1s the probability that
(1) Heart disease 1s present?
{11) Blood cholesterol is less than 219 mg/100 cc?



b. What are the odds that

(i) Heart disease is present given that blood cholesterol is less than 200 mg/100 cc?

(i) Blood cholesterol is greater than 219 mg/100 cc given that heart disease is present?
¢. Compute the log of odds that

(i) Heart disease is present given that blood cholesterol is greater than 259 mg/100 cc.

(i) Heart disease is present given that blood cholesterol is between 200 and 219 mg/100 cc.

3. (12 points) Consider the two-indicator two-factor model represented by the following
equations:

%, =0.104F, +0.824F, + U,
T.=0.065F, +0.959F, + U,
7, =0.065F, +0.725F, + Uy
¥, =0.906F, +0.134F, + U,
F=0.977F, +0.1165, + U,
75 =0.827F, +0.016F + U,

The usual assumptions hold for the above model. Answer the following questions assuming that
the correlation between the common factors £, and F. is given by
Corr( 7y, Fy )= P42 =-0.3

(a) What are the pattern loadings of indicators X3, X3 and X on the factors £ and £3?

(b) Compute the correlation between the indicators Xy and .

(c) What percentage of the variance of indicators ¥y and X is not accounted for by the common
factors £ and F»7?

4. (10 points) Perform principal component analysis on the following data by hand. In other
words, determine the angle (with best precision you can: 1%, 5%, 10%: your calculators should
be of help) between the new axis and the old axis that would give a new variable, which
accounts for the maximum variance in the data. What conclusions can you draw?
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5. (15 points) Consider the following single-factor model

,“C! = /E,}S: + (5;
X, = AL+ 0,
= A4S+ o,

{f the sample covariance matrix of the indicators is given by:

(120 093 -045
5=! 093 1.36 0.27
|-045 027 215

Compute the estimates of the model parameters (1, A 43 Var(o,), Var(o,) Var(ds)) using hand
calculations. Are the parameter estimates unique?

6. (15 points) The correlation matrix for a hypothetical data set is given in the following table:

X_1 X 2 X_3 X_4
X 1 1.000

X 2 0.690 1.000

X 3 0.280 0.255 1.000

X_4 0.350 0.195 0.610 1.000

The following estimated factor loadings were extracted by the principal axis factoring procedure:

Variable F 1 F 2

X_ 1 0.80 0.20
X 2 0.70 0.15
X_3 0.10 0.90
X_4 0.20 0.70

Compute and discuss the following: (a) specific variances; (b) communalities; (c¢) proportion of
variance explained by each factor; (d) estimated or reproduced correlation matrix; and (e) residual
matrix.

7. (6 points) Describe in detail and compare hierarchical and non-hierarchical clustering methods.
Do they require a priori knowledge ot the number of clusters? Discuss weaknesses and
strengths of each of the methods.
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Formula Sheet, Multivariate Methods
Matrices
Transpose — exchange rows and columns
Identity (I) — diag (1,1...) of order n*n
Inverse of A (A™1): AA™ = A"14A =1
A+B=B+A4;x(A+B) =xA+xB; AB # BA (in general);
If order (A)=m*n, order (B)=n*p, then C=AB is of order m*p
11 e Qqp
D=det A=

Ay e iy -
detA=a;1A;; + @A + - + @y A, where cofactor 4; = (—=1)'*/ D;; (i-row, j-column of D)
Cramer’s rule: x; = D; /D where D=detA and D; is the determinant that arises when the j column of D
is replaced by the column elements by, ..., b, . (Ax=b)

Vectors
a=(aa;..a,)

A right-angle triangle: « - angle between a and c; ¢ — hypotenuse; cos @ = —, sina = -}-
Length of vector a={lal| = /a? + as
Basis vectors ey = (1 0),e, = (0 1)
a=qa.e| +ae,
Scalar product ab = a, by + ayby + -+ a,b,; ab = |a|l||b|| cosa
Length of the projection: ||a,|| = llal| cosa
Vari SO 71159 , e LT N 1 P

ariance of x;: s{ = — Generalized variance: GV = — - sina
Distances
Euclidean: Dyp = Zf (g —b)?
-y “ . 2 Xg‘-'.x”,‘ 2 « .
Statistical: SD; = (—5—) , s-standard deviation

=X )2 iz 7‘2 2 i1 Xig—
Mahalanobis: MD[Z;C .. . {(m S (xiz Xe2)® Ty (X Ykz)]
L-r ST s% $182
Variance, Sum of Squares, and Cross Products
Variance: sj‘z = é%i = 2—; (sum of squares/degrees of freedom)
: i Xy X SCP - . \
Covariance: s, = = =7F (sum of the cross products/degrees of freedom)
. . (S§5X, SCP

g -
S5CP — sum of squares and cross products matrix ( SCP SS Xz)
. . . SSCP,
S — covariance matrix S, = T;

- . ‘ S5CPy,
Within-Group Analysis: SSCP,, = SSCP; + SSCP; (pooled SSCP matrix) S, = ——— (pooled cov m)

nytig=

Between-Group Analysis: SS; = ¥0_ n, Xy — .*E,»)Z; SCPy, = ,‘é:l Ny (Xg = 5)(Xig — %)

SSCP, = SSCP,, + SSCP,

Principal Components Analysis

Xy =coSt *xq +5inf * x5 ; x5 = —sinf * x; + cosl x x,
I covariance matrix; A-eigenvalues; | — AI| = 0; y-eigenvector; (£ — «{ly = vy = 13

Factor Analysis
Assumptions: 1. Means of indicators, conmmon tactor, unique factors are zero.
> “ariances of indicators and common factors are one. 3.E(¢;&;) = 0 and £ (5{&}) =0



Two-Factor Model: Xy = /3.1151 + /11252 + &1
Xy = A6 AR T &

,(p = lplgl + /ingz + Ep
The variance of x: E(x2) = E(4,&) + 416 + €)% Var(x) = A1 + A3 + Var(e) + 2414,
The correlation between any indicator and any factor (the structure loading):
E(x&) = E[(M& + & +e)61] 5 Corr(xé) = Ay + A9
The shared variance between the factor and an indicator: Shared variance = (1, + 1o¢)?
The correlation between two indicators:

E(xx,) = E[(A161 + 4282 + & ) (hiaéy + Lo + &)
Corr(xx) = Aider + Aadi + (By1dez + 4241 )9
Confirmatory Factor Analvsis

0‘12 a 12\

T2 5722 )
Evaluating model fit: y*-test Hy: £ = Z(8) H,: X # X(8) (test whether the difference between the
sample and the estimated covariance matrix 1S 2 Zero matrix)

B
A= Li=1T gy

The covariance matrix (one-factor model. two indicators): X' = (

Cluster Analysis

Measure of similarity — squared Euclidean distance between two points

Hierarchical clustering:

Centroid method — each group is replaced by centroid

Nearest-neighbor or single-linkage method — the distance between two clusters is represented by the
minimum of the distance between all possible pair of subjects in the two clusters

Farthest-neighbor or complete-linkage method - ... the maximum of the distances...
Average-linkage method - ... the average distance...

Ward’s method — does not compute distances between clusters. Method tries to minimize the total
within-group sums of squares.

Discriminant Analysis
Assumptions: multivariate normality, equality of covariance matrices

Discriminant function: Z = wyXxy + WaX2
__ between —group sum of squares

wit hin—group sum of squares
§-yariance-covariance matrix, T-total SSCP matrix. y-vector of weights.
Discriminant function § = X y. B and W are between-groups and within-group $SCP matrices.
. . . Y BY
Maximize A = ——
Y Wy
|W=1B —AI| = 0; y = £7"(y — pp) - Fisher’s discriminant function

Logistic regression
odds = -~
i=-p
. Inodds = [3() + Ble + o+ ﬁka
!

R R SR T )

. _— Ny . 28X
Maximum likelihood estimation: P(Y = 1) = p = +—3
Y —V;
L=Tp] (L—p)tY
. s 2 —u+Vbi—dac
Ouadratic equations: ax* +bx +¢ =0;x = —

Cubic equations:
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